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Abstract:- High utility itemset mining is a research area of utility based descriptive data mining, aimed at 

finding itemset that contributes most to the total utility. A specialized form of high utility itemset mining is 

utility-frequent itemset mining, which – in addition to subjectively defined utility – also takes into account 

itemset frequencies. This paper presents a profitable and preferable within the given utility and support 

constraints threshold. An extensive performance study using both synthetic and real data sets is reported to 

verify the effectiveness and efficiency of proposed algorithms. 
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I. INTRODUCTION 
 Data flow analysis is an emerging topic extensively studied in recent decade. A data stream is a 

continuously ordered sequence of transactions that arrives sequentially in real-time manner. There are many 

applications of data stream mining, such as knowledge discovery from online e-business or transaction flows, 

analysis of network flows, monitoring of sensor data, and so on. Different from traditional databases, data 

streams have some special properties, namely continuous, unbounded, high speed and time-varying data 

distribution. Therefore, some limitations are posed in data stream mining as follows [1-9]. First, since the 

infinite transactions could not be stored, multi-scan algorithms are no more allowed. Second, in order to capture 

the information of the high speed data streams, the algorithms must be as fast as possible [1-9]. 

Otherwise, the accuracy of the mining results will be reduced. Third, the data distribution of data 

streams should be kept to avoid concept drifting problem. Fourth, incremental processes are needed for mining 

data streams in order to make processing with the old data as little as possible. Therefore, efficient one-pass 

methods and compact data structures for characterizing the data flow are needed [1-9].  In recent years, utility 

mining emerges as a new research issue, which is to find the itemset with high utilities, i.e., the itemset whose 

utility values are greater than or equal to the user-specified minimum utility threshold. There exist rich 

applications of utility mining, such as business promotion, webpage organization and catalog design. Unlike 

traditional association rule mining, utility mining can find profitable itemset which may not appear frequently in 

databases. By the advantages mentioned above, we can see that it is important to push utility mining into data 

stream mining, such as for the streaming data of the chain hypermarkets. In view of this, we aim at finding 

maximal utility itemset from data streams with the purpose of reducing the number of patterns in this paper. 

This is motivated by the observation that there exists no study that explores advanced utility itemset patterns like 

maximal utility itemset 

II. LITERATURE 
Frequent itemset mining as a research area came into being in the nineties. The seminal paper appeared 

in 1994 [10-20]. In the subsequent decade numerous papers were published. The basic problem in frequent 

itemset mining is, given a series of sets, to find all subsets that are contained in at least minsup of them; here 

minsup is a user-specified threshold. The problem of frequent itemset mining plays an important role in several 

data mining fields [10-20], such as association rules [10-20]warehousing [10-20], correlations [10-20] and 

classification [10-20]. The subject is also related to rough sets [10-20] and logical analysis of data [10-20]. 

Moreover, frequent item-sets have many application areas, amongst others customer relationship management, 

fraud detection, product assortment decisions [10-20] episode mining [10-20], functional dependency discovery 

[10-20], etc. In the literature on frequent item-sets the algorithms are usually studied from a practical viewpoint. 

Almost any paper focuses on speed. To achieve an optimal running time, specific implementation tricks are 

applied. In the current paper, the theory of frequent item-sets is discussed.  

 

III. SYSTEM STRUCTURE 
Skyline queries have been studied since 1960s in the theory field where skyline points are known as 

Pareto sets and admissible points or maximal vectors. However, earlier algorithms such as are inefficient when 

there are many data points in a high-dimensional space. Skyline queries in database were first studied by 

Borzsonyi in 2001[21]. After that, various techniques were proposed to accelerate the computation of skyline 
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and its variations. Here, we briefly summarize some of them. Some representative methods include a bitmap 

method a nearest neighbor (NN) algorithm and a branch-and-bound skylines (BBS) method.  Disadvantages of 

this are the existing systems take much time complexities. These systems directly cannot be applied for finding 

the profitable products and popular products. 

In this paper, we identify and tackle the problem of finding top-k preferable products, which has not 

been studied before. We study two instances of preferable products, namely profitable products and popular 

products. We propose methods to find top-k profitable products and top-k popular products efficiently. An 

extensive performance study using both synthetic and real data sets is reported to verify its effectiveness and 

efficiency. As future work, we will study other instances of the problem of finding top-k preferable products by 

setting the utility function to other meaningful objective functions. One promising utility function is the function 

which returns the sum of the unit profits of the selected products multiplied by the number of customers 

interested in these products and the structure is shown in Fig 1. Advantages of this are, the proposed approach 

takes lesser computational cost and directly can be applied for finding profitable and popular products. 

 
Fig 1 System structure 

 

IV. MODULES IMPLEMENTED 
The proposed system consists of set of stages, these are discussed here 

 Popular Products Dataset: The dataset should be prepared based on the existing products in the market 

by various vendors. For example: For experimenting on car products, the existing cars, features, cost etc. has to 

be gathered from different vendors 

 Frequent Feature Set: Frequent feature set identification on the dataset of popular products. The high 

utility mining refers to the feature set extraction, by satisfying certain conditions. The condition in the work is 

high profitability. Considering the high profitability, identify the feature set that occurred more frequently by the 

other vendors.  

 Finding the Smaller Frequency Sets: The Frequency set provides various levels of sets.  Example:level1: 

with single item,  level2: with two combinations of items, level3: with three combinations of items. Have to 

build the least sets to build a product. 

 Price Correlation:  For the price Correlation among the optimal feature set „t‟ and the existing feature and 

their costs. Here NP-Hard with Greedy Approach is applied. 

 Finding Top-k Popular Products:  For this problem the build set „t‟ in the previous module is the input. 

The set is cross checked against the user interest „dataset2‟ which is collected from the home website log. 

 Web Log Preprocessing: The access log can be obtained from the web server.The log consists of all the 

request sends by the users. The attribute values can be obtained from the URI of the web logs. 

 Converting Features to Binary Access Table: in these modules the set„t‟ to be converted to „0‟ and „1‟. 

The frequent item set cross checking will be done in the Brute force approach with linear fashion. If „t‟ is 

popular then sustains in the market. The process is iterative until we get the top-k sets, which provide 

profitability.  
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V. EXAMPLE OF ITEMSETS 
 This section describes a sample execution of the some of the algorithm. The transaction data of the 

transaction database D are given in Table 1; the minimum support is 0.4; n=5 is the number of items, and m=5 is 

the number of transactions. Therefore, the minimum support number minsupsh=2. The transaction database D is 

transformed into the Boolean matrix A5*5 as shown in the Figure 2.  

 

Transaction data of the transaction database d 

TID  Item sets 

T1 A,D 

T2 B,C,E 

T3 A,B,C,E 

T4 B,E 

T5 A,B,C 

 

  A B C D E   

T1 

 

1 0 0 1 0   

T2 

 

0 1 1 0 1   

T3 

 

1 1 1 0 1   

T4 

 

0 1 0 0 1   

T5   1 1 1 0 0   

Figure 2. The Boolean matrix A5*5 

We compute the sum of the element values of each column in the Boolean matrix A5*5 and the set of frequent 1-

itemset is: L1= {{A},{B},{C},{D}} 

The fourth column of the Boolean matrix A5*5 is deleted because the support number of item D is 

smaller than the minimum support number 2. We then compute the sum of the element values of each row in the 

Boolean matrix and delete all rows where the sum of the element values is smaller than 2. Finally, the Boolean 

matrix A4*4 is generated as shown in figure 3. 

   A B C E   

T2 

 

0 1 1 1   

T3 

 

1 1 1 1   

T4 

 

0 1 0 1   

T5   1 1 1 0   

Figure 3 The Boolean matrix A4*4 

 The operation of 2-supports is executed for the all columns of the Boolean matrix A4*4, and the set of 

frequent 2-itemset is:  L2={{A,B},{A,C},{B,C},{B,E},{C,E}} 

In pruning the Boolean matrix A4*4 by the set of frequent 2-itemsets L2 , the third row of the Boolean matrix 

A4*4 is deleted because sum of its element values is smaller than 3. Finally, the Boolean matrix A3*4 is generated 

as shown in figure 3. 

 

  A B C E   

 
T2 

 

0 1 1 1   

 T3 

 

1 1 1 1   

 T5   1 1 1 0   

 Figure 4The Boolean matrix A3*4 

 The operation of 3-supports is executed for all columns of the Boolean matrix A3*4, and the set of 

frequent 3-itemset is: L3= {{A,B,C},{B,C,E}} 

According to Proposition 3, the proposed algorithm is terminated because there are two frequent 3-itemsets in 

the set of frequent 3-itemset L3. 

VI. COMPARATIVE STUDY 

 First, we performed our method as well as the baseline method on the literature repositories. We 

extracted 10 common topics from the six sequences. For each topic, 10 topical words with highest probability 

p(w|z). We can see that all topics extracted by our method (sync) were meaningful and easy to understand. For 

example, #7 includes research topics such as data mining, high-dimensional/multidimensional data, data 

warehouse, association rule, workflow, etc., while #10 includes sensor network, privacy preserving, 
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classification, ontology, top-k query, etc. All of these topical words accurately suggest most important research 

topics in the database area. Comparing the topics extracted by our method to those by the baseline method (no 

sync), we can see that our method provided highly discriminative topics. As a contrast, the baseline method 

suffered from the synchronism in the sequences and extracted many duplicated topical words (see Fig. 4). In 

asynchronous sequences, documents related to different topics may be indexed by the same time stamp, and 

documents related to the same topic may appear at different time stamps. As a result, common topics discovered 

by the conventional method contain redundant information, whereas our method is able to fix the synchronism 

and discover highly discriminative topics. To further prove that our time synchronization technique helped to 

generate more discriminative topics, we computed the pair wise KL-divergence between topics as follows: 

  
Note that larger KL-divergence indicates that the two topics are more discriminative to each other and 

0 divergence means that two topics are identical. We present the results, where darker blocks mean smaller KL-

divergence values. We can see that our method extracted much more discriminative topics than those extracted 

by the baseline method. As discussed above, this was due to the fact that our method successfully fixed the 

synchronism in the data set. Note that we used p(t|z), which can be computed from p(z|t) 

 

VII. CONCLUSIONS 
 Data mining can be used extensively in the enterprise based applications with business intelligence 

characteristics to provide a deeper kind of analysis while meeting strict requirements for administration 

management and security. Business intelligence is information about a company's past performance that is used 

to help predict the company's future performance. In this paper, study two instances of preferable products, 

namely profitable products and popular products. This study will help the researchers who are begun to study in 

the related areas. 
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