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Abstract—Semantic similarity measures play important roles in Information Retrieval (IR) and Natural Language 

Processing (NLP). Accurately measuring the semantic similarity between two words (or entities) is an important problem 

in web mining. Web mining application such as community mining, relation detection, and entity disambiguation 

requires the ability to accurately measure the semantic similarity between concepts or entities remains a challenging task.  

We propose a novel approach to estimate semantic similarity that uses the information available on the Web to measure 

similarity between words or entities. The proposed method exploits page counts and text snippets returned by a Web 

search engine. We define various similarity scores for two given words W1 and W2, using the page counts for the queries 

W1, W2 and W1 AND W2. Moreover, we propose a novel approach to compute semantic similarity using automatically 

extracted lexico-syntactic patterns from text snippets. These different similarity scores are integrated using support vector 

machines, to leverage a robust semantic similarity measure. The proposed method significantly improves the accuracy 

comparatively the existing methods. 
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I.  INTRODUCTION  
The study of semantic similarity between words has long been an integral part of information retrieval and natural 

language processing. Semantic similarity between entities changes over time and across domains. For example, blackberry is 

frequently associated with phones on the Web. However, this sense of blackberry is not listed in most general-purpose 

thesauri or dictionaries. A user, who searches for blackberry on the Web, may be interested in this sense of blackberry and 

not blackberry as a fruit. New words are constantly being created as well as new senses are assigned to existing words. 

Manually maintaining thesauri to capture these new words and senses is costly if not impossible. We propose an automatic 

method to measure semantic similarity between words or entities using Web search engines. Because of the vastly numerous 

documents and the high growth rate of the Web, it is difficult to analyze each document separately. Web search engines 

provide an efficient interface to this vast information. Page counts and Snippets are two useful information sources provided 

by most Web search engines. Page count of a query is the number of pages that contain the query words. Page count for the 

query W1 AND W2 can be considered as a global measure of co-occurrence of words W1 and W2. For example, the page count 

of the query “blackberry" AND “phone" in Google is 510, 000, 000, whereas the same for “strawberry" AND “phone" is 

only 84, 200, 000. The more than 70 times more numerous page counts for “blackberry" AND “phone" indicate that 

blackberry is more semantically similar to phone than is strawberry. Despite its simplicity, using page counts alone as a 

measure of co-occurrence of two words presents several draw backs. First, page count analyses ignore the position of a word 

in a page. Therefore, even though two words appear in a page, they might not be actually related. Secondly, page count of a 

polysemous word (a word with multiple senses) might contain a combination of all its senses. For an example, page counts 

for apple contain page counts for apple as a fruit and apple as a company. Moreover, given the scale and noise in the Web, 

some words might occur arbitrarily, i.e. by random chance, on some pages. For those reasons, page counts alone are 

unreliable when measuring semantic similarity.  

Snippets, a brief window of text extracted by a search engine around the query term in a document, provide useful 

information regarding the local context of the query term. Semantic similarity measures defined over snippets have been 

used in query expansion [2], personal name disambiguation [3] and community mining [4]. Processing snippets is also 

efficient as it obviates the trouble of downloading web pages, which might be time consuming depending on the size of the 

pages. However, a widely acknowledged drawback of using snippets is that, because of the huge scale of the web and the 

large number of documents in the result set, only those snippets for the top-ranking results for a query can be processed 

efficiently. Ranking of search results, hence snippets is determined by a complex combination of various factors unique to 

the underlying search engine. Therefore, no guarantee exists that all the information we need to measure semantic similarity 

between a given pair of words is contained in the top-ranking snippets.  

This paper proposes a method that considers both page counts and lexico-syntactic patterns extracted from 

snippets, thereby overcoming the problems described above. For example, let us consider the following snippet from Google 

for the query Lion AND cat. 

 

 

 

Fig.1. A snippet retrieved for the query Lion AND cat 

“The Lion is the largest cat found in Western Africa and usually 

hunts in coordinated groups and stalks their chosen prey" 
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Here, the phrase is the largest indicates a hypernymic relationship between Lion and cat. Phrases such as also 

known as, is a, part of, is an example of all indicate various semantic relations. Such indicative phrases have been applied to 

numerous tasks with good results, such as hypernym extraction [5] and fact extraction [6]. From the previous example, we 

form the pattern X is the largest Y, where we replace the two words Lion and cat by two variables X and Y.  Our 

contributions are summarized as follows: 

 We present an automatically extracted lexical syntactic patterns-based approach to compute the semantic similarity 

between words or entities using text snippets retrieved from a web search engine. We propose a lexical pattern 

extraction algorithm that considers word subsequences in text snippets. Moreover, the extracted sets of patterns are 

clustered to identify the different patterns that describe the same semantic relation. 

 We integrate different web-based similarity measures using a machine learning approach. We extract synonymous 

word pairs from WordNet synsets as positive training instances and automatically generate negative training 

instances. We then train a two-class support vector machine (SVM) to classify synonymous and nonsynonymous 

word pairs. The integrated measure outperforms all existing web based semantic similarity measures on a 

benchmark data set. 

II. RELATED WORK 
Given taxonomy of words, a straightforward method to calculate similarity between two words is to find the length 

of the shortest path connecting the two words in the taxonomy [7]. If a word is polysemous, then multiple paths might exist 

between the two words. In such cases, only the shortest path between any two senses of the words is considered for 

calculating similarity. A problem that is frequently acknowledged with this approach is that it relies on the notion that all 

links in the taxonomy represent a uniform distance. Resnik [8] proposed a similarity measure using information content. He 

defined the similarity between two concepts C1 and C2 in the taxonomy as the maximum of the information content of all 

concepts C that subsume both C1 and C2. Then, the similarity between two words is defined as the maximum of the 

similarity between any concepts that the words belong to. He used WordNet as the taxonomy; information content is 

calculated using the Brown corpus. Li et al. [9] combined structural semantic information from a lexical taxonomy and 

information content from a corpus in a nonlinear model. They proposed a similarity measure that uses shortest path length, 

depth, and local density in taxonomy. Their experiments reported a high Pearson correlation coefficient of 0.8914 on the 

Miller and Charles [10] benchmark data set. They did not evaluate their method in terms of similarities among named 

entities. Lin [11] defined the similarity between two concepts as the information that is in common to both concepts and the 

information contained in each individual concept. 

Sahami and Heilman [2] measured semantic similarity between two queries using snippets returned for those 

queries by a search engine. For each query, they collect snippets from a search engine and represent each snippet as a TF-

IDF-weighted term vector. Each vector is L2 normalized and the centroid of the set of vectors is computed. Semantic 

similarity between two queries is then defined as the inner product between the corresponding centroid vectors. They did not 

compare their similarity measure with taxonomy-based similarity measures. 

Chen et al. [4] proposed a double-checking model using text snippets returned by a web search engine to compute 

semantic similarity between words. For two words W1 and W2, they collect snippets for each word from a web search engine. 

Then, they count the occurrences of word W1 in the snippets for word W2 and the occurrences of word W2 in the snippets for 

word W1. These values are combined nonlinearly to compute the similarity between W1 and W2. The Co-occurrence Double-

Checking (CODC) measure is defined as 

 𝐶𝑂𝐷𝐶  𝑊1 ,𝑊2 =    

 

                         0,                                                      𝑓 𝑊1@𝑊2 = 0

exp 𝑙𝑜𝑔  
𝑓 𝑊1@𝑊2 

𝐻 𝑊1 
×
𝑓 𝑊2@𝑊1 

𝐻 𝑊2 
 

𝛼

 ,                 𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
  

 

Here, 𝑓 𝑊1@𝑊2  denotes the number of occurrences of W1 in the top-ranking snippets for the query W2 in Google, 

H (W1) is the page count for query W1, and α is a constant in this model, which is experimentally set to the value 0.15. This 

method depends heavily on the search engine’s ranking algorithm. Although two words W1 and W2 might be very similar, we 

cannot assume that one can find W2 in the snippets for W1, or vice versa, because a search engine considers many other 

factors besides semantic similarity, such as publication date (novelty) and link structure (authority) when ranking the result 

set for a query. This observation is confirmed by the experimental results in their paper which reports zero similarity scores 

for many pairs of words in the Miller and Charles [10] benchmark data set. Semantic similarity measures have been used in 

various applications in natural language processing such as word sense disambiguation [14], language modeling [15], 

synonym extraction [16], and automatic thesauri extraction [17]. Semantic similarity measures are important in many web 

related tasks. In query expansion [18], a user query is modified using synonymous words to improve the relevancy of the 

search. One method to find appropriate words to include in a query is to compare the previous user queries using semantic 

similarity measures. If there exists a previous query that is semantically related to the current query, then it can be either 

suggested to the user, or internally used by the search engine to modify the original query.  

D.Bollegala.et.al [34], measured semantic similarity between two words using snippets and page counts returned 

by a search engine. He defined four different Page co-occurrence metrics to calculate semantic similarity and combined these 

features with the features extracted from Snippets. 
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III. METHOD  

A. Problem Definition and  Outline 

Given two words W1 and W2, we model the problem of measuring the semantic similarity between W1 and W2, as a one of 

constructing a function SemSim (W1, W2) that returns a value in range [0, 1]. If W1 and W2 are highly similar (e.g., 

synonyms), we expect SemSim (W1, W2) to be closer to 1. On the other hand, if W1 and W2 are not semantically similar, then 

we expect SemSim (W1, W2) to be closer to 0. We define numerous features that express the similarity between W1 and W2 

using page counts and snippets retrieved from a web search engine for the two words. Using this feature representation of 

words, we train a two-class support vector machine to classify synonymous and nonsynonymous word pairs. The function 

SemSim (W1, W2) is then approximated by the confidence score of the trained SVM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Outline of the proposed method 

 

Fig. 2 illustrates an example of using the proposed method to compute the semantic similarity between two words, 

midday and noon. First, we query a web search engine and retrieve page counts for the two words and for their conjunctive 

(i.e., “midday” “noon,” and “midday AND noon”). In Section B, we define five similarity scores using page counts. Page 

counts-based similarity scores consider the global co-occurrences of two words on the web. However, they do not consider 

the local context in which two words co-occur. On the other hand, snippets returned by a search engine represent the local 

context in which two words co occurs on the web. Consequently, we find the frequency of numerous lexical syntactic 

patterns in snippets returned for the conjunctive query of the two words. The lexical patterns we utilize are extracted 

automatically using the method described in Section C. However, it is noteworthy that a semantic relation can be expressed 

using more than one lexical pattern. Grouping the different lexical patterns that convey the same semantic relation, enables 

us to represent a semantic relation between two words accurately. For this purpose, we propose a sequential pattern 

clustering algorithm in Section D. Both page counts-based similarity scores and lexical pattern clusters are used to define 

various features that represent the relation between two words. Using this feature representation of word pairs, we train a 

two-class support vector machine [19] in Section E.  

 

B. Page Count-Based Co-Occurrence Measures 

Page counts for the query W1 AND W2 can be considered as an approximation of co-occurrence of two words (or 

multiword phrases) W1 and W2 on the web. However, page counts for the query W1 AND W2 alone do not accurately express 

semantic similarity. For example, Google returns 11,300,000 as the page count for “car” AND “automobile,” whereas the 

same is 49,000,000 for “car” AND “apple.” Although, automobile is more semantically similar to car than apple is, page 

counts for the query “car” AND “apple” are more than four times greater than those for the query “car” AND “automobile.” 

One must consider the page counts not just for the query W1 AND W2, but also for the individual words W1 and W2 to assess 

semantic similarity between W1 and W2. We compute five popular co-occurrence measures; Jaccard, Overlap (Simpson), 

Dice, and Pointwise mutual information (PMI), Normalized Google Distance, to compute semantic similarity using page 

counts. For the remainder of this paper, we use the notation H (W1) to denote the page counts for the query W1 in a search 

engine. The WebJaccard coefficient between words (or multiword phrases) W1 and W2, WebJaccard (W1, W2 ) is defined as 
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𝑊𝑒𝑏𝑗𝑎𝑐𝑐𝑎𝑟𝑑 𝑊1 ,𝑊2 =   

0,                                      𝐻 𝑊1 ∩𝑊2 ≤ 𝑐,
𝐻(𝑊1 ∩𝑊2)

𝐻 𝑊1 + 𝐻 𝑊2 − 𝐻(𝑊1 ∩𝑊2)
, 𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒 − − −−(1)

  

 

 

Therein, W1 ∩ W2 denotes the conjunction query W1 AND W2. Given the scale and noise in web data, it is possible that two 

words may appear on some pages even though they are not related. In order to reduce the adverse effects attributable to such 

co-occurrences, we set the WebJaccard coefficient to zero if the page count for the query W1 ∩ W2  is less than a threshold c.2 

Similarly, we define Web Overlap, (W1, W2 )  as  

 

𝑊𝑒𝑏 𝑂𝑣𝑒𝑟𝑙𝑎𝑝 𝑊1 ,𝑊2 =   

0,                                      𝐻 𝑊1 ∩𝑊2 ≤ 𝑐,
𝐻(𝑊1 ∩𝑊2)

𝑚𝑖𝑛[𝐻 𝑊1 , 𝐻 𝑊2 ]
,             𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

 − − − −(2) 

Web Overlap is a natural modification to the Overlap (Simpson) coefficient. We define the Web Dice coefficient as a variant 

of the Dice coefficient. Web Dice (W1, W2) is defined as  

𝑊𝑒𝑏 𝐷𝑖𝑐𝑒 𝑊1 ,𝑊2 =   

0,                                      𝐻 𝑊1 ∩𝑊2 ≤ 𝑐,
𝐻(𝑊1 ∩𝑊2)

𝐻 𝑊1 + 𝐻 𝑊2 
,               𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒     − − − −(3)

  

 

Point wise mutual information [20] is a measure that is motivated by information theory; it is intended to reflect the 

dependence between two probabilistic events. We define WebPMI as a variant form of point wise mutual information using 

page counts as 

𝑊𝑒𝑏 𝑃𝑀𝐼 𝑊1 ,𝑊2 =  

 
 

 
0,                                      𝐻 𝑊1 ∩𝑊2 ≤ 𝑐,

𝑙𝑜𝑔 

𝐻(𝑊1∩𝑊2)

𝑁
𝐻(𝑊1)

𝑁

𝐻(𝑊2)

𝑁

 , 𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
− − −−(4)  

Here, N is the number of documents indexed by the search engine. Probabilities in (4) are estimated according to the 

maximum likelihood principle. To calculate PMI accurately using (4), we must know N, the number of documents indexed 

by the search engine. Although estimating the number of documents indexed by a search engine [21] is an interesting task 

itself, it is beyond the scope of this work. In the present work, we set N= 1010 according to the number of indexed pages 

reported by Google. Normalized Google Distance (NGD) is a distance metric between words and is defined as 

 

𝑁𝐺𝐷 𝑊1 ,𝑊2 =
𝑚𝑎𝑥 log𝐻 𝑊1 , 𝑙𝑜𝑔𝐻(𝑊2) − log𝐻(𝑊1 ,𝑊2)

log𝑁 −𝑚𝑖𝑛 log𝐻 𝑊1 , 𝑙𝑜𝑔𝐻(𝑊2)           
  − − − (5) 

 

NGD is based on normalized information distance [13] which is defined using kolmogorov complexity. As previously 

discussed, page counts are mere approximations to actual word co-occurrences in the web. However, it has been shown 

empirically that there exists a high correlation between word counts obtained from a web search engine (e.g., Google and 

Altavista) and that from a corpus (e.g., British National corpus) [22]. Moreover, the approximated page counts have been 

successfully used to improve a variety of language modeling tasks [23]. 

 

C. Extracting Lexio- Syntactic  Patterns from Snippets 

Page counts-based co-occurrence measures described in Section B do not consider the local context in which those 

words co-occur. This can be problematic if one or both words are polysemous, or when page counts are unreliable. On the 

other hand, the snippets returned by a search engine for the conjunctive query of two words provide useful clues related to 

the semantic relations that exist between two words. A snippet contains a window of text selected from a document that 

includes the queried words. For example, consider the snippet in Fig. 3. Here, the phrase is a indicates a semantic 

relationship between cricket and sport. Many such phrases indicate semantic relationships. For example, also known as, is a, 

part of, is an example of all indicate semantic relations of different types. 

 

 

 

 

Fig.3. Snippet retrieved for the query “Cricket and sport” 

 

In the example given above, words indicating the semantic relation between Cricket and Sport appear between the 

query words. Replacing the query words by variables X and Y, we can form the pattern X is a Y from the example given 

above. Despite the efficiency of using snippets, they pose two main challenges: first, a snippet can be a fragmented sentence; 

second, a search engine might produce a snippet by selecting multiple text fragments from different portions in a document. 

Because most syntactic or dependency parsers assume complete sentences as the input, deep parsing of snippets produces 

incorrect results. Consequently, we propose a shallow lexical pattern extraction algorithm using web snippets, to recognize 

the semantic relations that exist between two words. Lexical syntactic patterns have been used in various natural language 

processing tasks such as extracting hypernyms [5], [24], or meronyms [25], question answering [26], and paraphrase 

extraction [27]. Although a search engine might produce a snippet by selecting multiple text fragments from different 

“Cricket is a sport played between two teams, each 

with eleven players” 
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portions in a document, a predefined delimiter is used to separate the different fragments. For example, in Google, the 

delimiter “...” is used to separate different fragments in a snippet. We use such delimiters to split a snippet before we run the 

proposed lexical pattern extraction algorithm on each fragment. Given two words P and Q, we query a web search engine 

using the wildcard query “P***** Q” and download snippets. The “*” operator matches one word or none in a webpage. 

Therefore, our wildcard query retrieves snippets in which P and Q appear within a window of seven words. Because a search 

engine snippet contains approximately 20 words on average, and includes two fragments of texts selected from a document, 

we assume that the seven word window is sufficient to cover most relations between two words in snippets. In fact, over 95 

percent of the lexical patterns extracted by the proposed method contain less than five words. We attempt to approximate the 

local context of two words using wildcard queries. For example, Fig. 4 shows a snippet retrieved for the query “Toyoto**** 

Nissan” 

 

 

 

 

Figure.4. Snippet retrieved for the query “Toyoto**** Nissan” 

 

For a snippet δ, retrieved for a word pair (W1, W2), first, we replace the two words W1 and W2, respectively, with 

two variables X and Y. We replace all numeric values by D, a marker for digits.  Punctuation marks are not removed. Next, 

we generate all subsequences of words from δ by using modified Prefix Span algorithm.  

Algorithm 1 (Prefix Span) Prefix-projected sequential pattern mining. 

Input: A sequence database S, and the minimum support threshold min_support. 

Output: The complete set of sequential patterns 

Method: Call Prefix Span ((), 0, S) 

Subroutine Prefix Span (α, l, S/ α) 

               The parameters are 1) α is a sequential pattern; 2) l is 

the length of ; and 3) S/ α is the  α -projected database if α ǂ‹›, otherwise, it is the sequence database S. 

Method: 

1.  Scan S/ α once, find each frequent item, b, such that 

     (a)  b can be assembled to the last element of α  to form a sequential pattern; or 

     (b)  ‹b› can be appended to α to form a sequential pattern. 

2.  For each frequent item b, append it to form a sequential pattern α1, and output α1. 

3.  For each α1, construct α 1-projected database S/ α1 0, and call Prefix Span(α1, l+1, S/ α1). 

 

Finally we consider the subsequences that satisfy all of the following conditions: 

1.  A subsequence must contain exactly one occurrence of each X and Y . 

2.  The maximum length of a subsequence is L words. 

3.  A subsequence is allowed to skip one or more words. However, we do not skip more than g number of words 

consecutively. Moreover, the total number of words skipped in a subsequence should not exceed G. 

4.  We expand all negation contractions in a context. For example, didn’t is expanded to did not. We do not skip the 

word not when generating subsequences. For example, this condition ensures that from the snippet X is not a Y, 

we do not produce the subsequence X is a Y. 

 

Lastly, we count the frequency of all generated subsequences and only use subsequences that occur more than T 

times as lexical patterns. We experimentally set the parameters L, g, G, and T to 5, 2, 4 and 5 respectively. It is noteworthy 

that the proposed pattern extraction algorithm considers all the words in a snippet, and is not limited to extracting patterns 

only from the mid fix (i.e., the portion of text in a snippet that appears between the queried words).  For example, some of 

the patterns extracted from the snippets shown in Fig 4 are: X, a large Y, X a flightless Y, and X, large Y lives. 

 

D.  Pattern Clustering Algorithms  

Typically, a semantic relation can be expressed using more than one pattern. For example, consider the two distinct 

patterns, X is a Y, and X is a large Y. Both these patterns indicate that there exists an is-a relation between X and Y. 

Identifying the different patterns that express the same semantic relation enables us to represent the relation between two 

words accurately. We represent a pattern p by a vector a of word-pair frequencies. We designate a, the word-pair frequency 

vector of pattern p. It is analogous to the document frequency vector of a word, as used in information retrieval. The value of 

the element corresponding to a word pair (𝑊1𝑖 , 𝑊2𝑖 ) in a, is the frequency, f(𝑊1𝑖 , 𝑊2𝑖 , a), that the pattern a occurs with the 

word pair (𝑊1𝑖 , 𝑊2𝑖 ). Next, we present a greedy sequential clustering algorithm to efficiently cluster the extracted patterns. 

 Given a set P of patterns and a clustering similarity threshold θ, Algorithm 2 returns clusters (of patterns) that express 

similar semantic relations. First, in Algorithm 2, the function SORT sorts the patterns into descending order of their total 

occurrences in all word pairs. The total occurrence µ(p) of a pattern p is the sum of frequencies over all word pairs, and is 

given by 

𝜇 𝑝 =  𝑓(𝑊1𝑖 ,𝑊2𝑖 , 𝑝)𝑖   -----(6) 

After sorting, the most common patterns appear at the beginning in P, whereas rare patterns (i.e., patterns that occur with 

only few word pairs) get shifted to the end. Next, in line 2, we initialize the set of clusters, C, to the empty set. The outer for 

loop (starting at line 3), repeatedly takes a pattern pi from the ordered set P, and in the inner for loop (starting at line 6), finds 

the cluster, c* (ϵ C) that is most similar to pi. First, we represent a cluster by the centroid of all word-pair frequency vectors 

“Toyoto and Nissan are two major Japanese car 

manufacturers” 
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corresponding to the patterns in that cluster to compute the similarity between a pattern and a cluster. Next, we compute the 

cosine similarity between the cluster centroid (cj), and the word-pair frequency vector of the pattern (pi). If the similarity 

between a pattern pi, and its most similar cluster, c*, is greater than the threshold θ, we append pi to c* (line 14). We use the 

operator   to denote the vector addition 

between c* and pi. Then, we form a new cluster {pi} and append it to the set of clusters, C, if pi is not similar to any of the 

existing clusters beyond the threshold θ. 

 

Algorithm 2. Greedy Sequential pattern clustering algorithm. 

 

Input: patterns Ᵽ = { p1, p2, …….  ,pn}  ,  threshold  θ 

Output: clusters C 

1: SORT(Ᵽ) 

2: C  {} 

3: for pattern pi ϵ Ᵽ do 

4: max  -∞ 

5: c*null 

6: for cluster cj ϵ C do 

7: sim cosine(pi,cj) 

8: if sim > max then 

9: max   sim 

10: c*  cj 

11: end if 

12: end for 

13: if max > θ then 

14: c*  c*   pi 

15: else 

16: C  C   {pi} 

17: end if 

18: end for 

19: return C 

 

By sorting the lexical patterns in the descending order of their frequency and clustering the most frequent patterns 

first, we form clusters for more common relations first. This enables us to separate rare patterns which are likely to be 

outliers from attaching to otherwise clean clusters. The greedy sequential nature of the algorithm avoids pairwise 

comparisons between all lexical patterns. The only parameter in Algorithm 2, the similarity threshold θ, ranges in [0, 1]. It 

decides the purity of the formed clusters. So, we experimentally set theta value to 0.7 which is optimal. Moreover, sorting 

the patterns by their total word-pair frequency prior to clustering ensures that the final set of clusters contains the most 

common relations in the data set.  

E. Measuring Semantic Similarity using support vector machines 

Support Vector Machines are currently among the best performers for a number of classification tasks ranging 

from text to genomic data. SVMs can be applied to complex data types beyond feature vectors (eg. Graphs, sequences and 

relational data) by designing kernel functions for such data. SVM was trained using features of page count based co-

occurrence measures and lexical pattern clustering to predict the synonymous & non-synonymous word pairs. 

 In section B, we defined five co-occurrence measures using page counts. Moreover, in sections C and D, we showed how to 

extract clusters of lexical patterns from snippets to represent numerous semantic relations that exist between two words. In 

this section we describe a machine learning approach to combine both page counts-based co-occurrence measures to 

construct a robust semantic similarity measure.  

Given N clusters of lexical patterns, first, we represent a pair of words (W1, W2) by an (N+5)-dimensional feature 

vector𝑓𝑊1𝑊2
. The five page count-based co-occurrence measures defined in section B are used for five different features in 

𝑓𝑊1𝑊2
. For comprehensiveness, let us assume that (N+1)st, (N+2)nd, (N+3)rd, (N+4)th and (N+5)th features are set, 

respectively, to WebJaccard, WebOverlap, WebDice, WebPMI and Normalized Google Distance. Next we compute a 

feature from each of the N clusters as follows: first we assign a weight 𝜔𝑖𝑗  to a pattern pi that is in a cluster cj as follows 

𝜔𝑖𝑗 =
𝜇 𝑝𝑖 

 𝜇 𝑡 𝑡𝜖 𝑐𝑗

         − − − −(7) 

Here 𝜇(𝑝) is the total frequency of a pattern p in all word pairs, and it is given by (6). Because we perform a hard clustering 

on patterns, a pattern can belong to only one cluster (i.e. 𝜔𝑖𝑗 = 0, 𝑓𝑜𝑟 𝑝𝑖 ∉ 𝑐𝑗 ). Finally we compute the value of the jth 

feature vector for a word pair (W1, W2) as follows 

 𝜔𝑖𝑗𝑓(𝑊1𝑖 ,𝑊2𝑖 , 𝑝𝑖)

𝑝𝑖∈𝑐𝑗

      − − − −− (8) 

The value of the jth feature of the feature vector 𝑓𝑊1𝑊2
 representing a word pair (W1, W2 ) can be seen as the weighted sum of 

all patterns in cluster cj that co-occur with words W1 and W2. We assume all patterns in a cluster to represent a particular 
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semantic relation. Consequently, the jth feature value given by (8) expresses the significance of the semantic relation 

represented by cluster j for word pair (W1, W2 ). 

To train a two-class SVM to detect synonymous and nonsynonymous word pairs, we utilize a training data set 𝑆 =

  𝑊1𝑘 ,𝑊2𝑘 , 𝑦𝑘   of word pairs. S consists of synonymous Word pairs (positive training instances) and non synonymous 

word pairs (negative training instances). Training data set S is generated automatically from Word Net synsets. We randomly 

select 2,500 nouns from Wordnet and extract synonymous words and non synonymous word pairs for each selected noun. 

Our  final  training data set contains 5,000 word pairs. Label 𝑦𝑘 ∈  −1, 1  indicates whether the word pair (W1k,W2k ) is a 

synonymous word pair (i.e.,𝑦𝑘  = 1)or a non synonymous word pair (i.e., ,𝑦𝑘  = -1). For each word pair in S, we create an 

(N+5)-dimensional feature vector as described above. To simplify the notation, let us denote the feature vector of a word pair 

(W1k, W2k ) by fk. Finally, we train a two-class SVM using the labeled feature vectors. Once we have trained an SVM using 

synonymous and non synonymous word pairs, we can use it to compute the semantic similarity between  any two given 

words. Following the same method, we used to generate feature vectors for training, we create an (N+5)-dimensional feature 

vector f * for a pair of words   (W1
*,W2

*), between which we must measure semantic similarity. We define the semantic 

similarity          SemSim(W1
*, W2

*)  between W1
* and W2

*
  as the posterior probability, 𝑝 𝑦∗ = 1 𝒇∗ that the feature vector  

𝒇∗ corresponding to the word pair (W1
*, W2

*) belongs to the synonymous-words class (i.e., 𝒚∗= 1).  SemSim(W1
*, W2

*) is 

given by 

SemSim(W1
*, W2

*)= 𝑝 𝑦∗ = 1 𝒇∗      − − − −(𝟗) 

 

Because SVMs are large margin classifiers, the output of an SVM is the distance from the classification hyperplane. The 

distance d(𝒇∗) to an instance 𝒇∗ from the classification hyperplane is given by 

d(𝒇∗) = 𝒉 𝒇∗ + 𝒃 

 

Here,b is the bias term and  the hyperplane, 𝒉 𝒇∗  is given by 

𝒉 𝒇∗ =  𝒚𝒌𝜶𝒌𝑲(𝒇𝒌𝒊 , 𝒇∗) is 

Here, 𝜶𝒌 is the Lagrange multiplier corresponding to the support vector fk, and 𝑲(𝒇𝒌 ,   𝒇
∗) is the value of the kernel function 

for a training instance fk and the instance to classify, f*.  However, d(f*)  is not a calibrated posterior probability. Following 

Platt [30], we use sigmoid functions to convert this un calibrated distance into a calibrated posterior probability. 

The probability, 𝑝 𝑦 = 1\𝑑 𝑓  , is computed using a sigmoid 

 

Table-1 : SEMANTIC SIMILARITY SCORES ON DATA SET 

Word Pair WebJaccard WebDice WebOverlap WebPMI NGD D.Bollegala[34] Proposed 

Journey – 

voyage 

 

0.79 0.88 1.00 1.00 0.10 1.00 1.00 

gem – jewel 

 
0.05 0.09 0.10 1.00 0.60 0.82 1.00 

bird – cock 

 
0.03 0.07 0.07 0.02 0.99 0.87 0.99 

monk-oracle 0.00 0.01 0.03 0.30 0.95 0.80 0.95 

boy – lad 

 
0.02 0.04 0.43 1.00 0.82 0.96 1.00 

automobile – 

car 

 

0.07 0.14 0.78 0.66 0.84 0.92 0.84 

car - journey 

 
0.07 0.13 0.56 0.19 0.94 0.17 0.94 

coast – shore 

 
0.17 0.29 0.53 1.00 0.48 0.97 1.00 

food - rooster 

 
0.00 0.00 0.25 0.00 1.00 0.02 0.00 

asylum – 

madhouse 
0.00 0.01 0.09 1.00 0.66 0.79 1.00 

magician- 

wizard 

 

0.02 0.05 0.14 1.00 0.66 1.00 1.00 

crane – 

implement 

 

0.02 0.04 0.06 1.00 0.77 0.06 0.02 

midday – noon 

 
0.04 0.08 1.00 1.00 0.31 0.99 1.00 
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furnace – 

stove 

 

0.04 0.08 0.11 1.00 0.56 0.88 0.93 

food – fruit 

 
0.14 0.24 0.84 1.00 0.68 0.94 0.95 

implement – 

tool 

 

0.08 0.15 0.58 1.00 0.65 0.50 1.00 

bird – crane 

 
0.03 0.06 0.17 1.00 0.79 0.85 1.00 

brother – 

monk 

 

0.03 0.06 0.30 1.00 0.74 0.27 1.00 

brother – lad 

 
0.03 0.06 0.31 1.00 0.73 0.13 0.02 

coast – hill 

 
0.20 0.33 0.43 1.00 0.57 0.36 0.20 

forest – 

graveyard 

 

0.01 0.02 0.23 1.00 0.81 0.44 0.01 

monk – slave 

 
0.02 0.04 0.08 1.00 0.74 0.24 0.02 

coast- forest 

 
0.19 0.31 0.34 1.00 0.50 0.15 0.19 

lad – wizard 

 
0.00 0.01 0.02 0.07 0.98 0.23 0.00 

cord – smile 

 
0.13 0.23 0.78 1.00 0.52 0.01 0.13 

noon – string 

 
0.02 0.04 0.08 0.42 0.92 0.00 0.02 

rooster- 

voyage 

 

0.00 0.00 0.03 0.00 0.43 0.05 0.00 

 
function defined over d(f) as follows: 

𝑝 𝑦 = 1\𝑑 𝑓  =
1

1 + exp⁡(𝜆𝑑 𝑓 + 𝜇)
 

Here, λ and µ are parameters which are determined by maximizing the likelihood of the training data. Log likelihood of the 

training data is given by 

𝐿 𝜆, 𝜇        =  log⁡𝑝(𝑦𝑘\𝑓𝑘 ; 𝜆, 𝜇)

𝑁

𝑘=1

 

    =  {𝑡𝑘 log 𝑝𝑘 +  1 − 𝑡𝑘 log 1 − 𝑝𝑘 }

𝑁

𝑘=1

− − −−(10) 

 

Here, to simplify the notation, we have used tk = (yk+1)/2 and pk = p(yk  =1\fk). The maximization in (10) with respect to 

parameters λ and µ is performed using model-trust minimization [31]. 

 

IV. CONCLUSION 
In this paper, we proposed a measure that uses both page counts and snippets to robustly calculate semantic 

similarity between two given words. The method consists of five page-count-based similarity scores and automatically 

extracted lexico-syntactic patterns. We integrated different page-count based similarity scores with lexico syntactic pattern 

clusters using support vector machines. Training data were automatically generated using WordNet synsets. Proposed method 

outperformed all the baselines including previously proposed Web-based semantic similarity measures on a benchmark 

dataset. Only 2500 positive examples and 2500 negative examples are necessary to leverage the proposed method, which is 

efficient and scalable because it only processes the snippets (no downloading of Web pages is necessary) for the top ranking 

results by Google. A contrasting feature of our method compared to the WordNet based semantic similarity measures is that 

our method requires no taxonomies, such as Word Net, for calculation of similarity. The results are given in Table-1. Table 1 

shows the experimental results on Miller Charles data set for the proposed method (Proposed) and previously proposed web 

based semantic similarity measures.All similarity scores in Table-1are normalized into [0,1] range for the ease of 
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comparison.Therefore, the proposed method can be applied in many tasks where such taxonomies do not exist or are not up-

to-date. Results of our experiments indicate that the proposed method can robustly capture semantic similarity between words. 
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