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Abstract- Biogeography Based Optimization (BBO) is a population based evolutionary algorithm (EA) motivated 

by the migration mechanisms of ecosystems. The idea of BBO was first presented in December 2008 by D. Simon 

[1].  It is an example of natural process that can be modeled to solve general optimization problems. In this paper 

the analysis of neural network i.e. Radial Basis Function is optimized by BBO. 
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I. INTRODUCTION 
The science of biogeography can be traced to the work of nineteenth century naturalists such as Alfred Wallace 

and Charles Darwin. Until the 1960s, biogeography was mainly descriptive and historical. In the early 1960s, Robert 

MacArthur and Edward Wilson began working together on mathematical models of biogeography, their work culminating 

with the classic 1967 publication The Theory of Island Biogeography. Their interest was primarily focused on the 

distribution of species among neighboring islands. They were interested in mathematical models for the extinction and 

migration of species. Since MacArthur and Wilson’s work, biogeography has become a major area of research. A recent 

search of Biological Abstracts reveals that 25,452 papers were written in the year 2005 that were related to the subject of 

biogeography. However, a search of INSPEC, an engineering research index, reveals that no biogeography papers have ever 

been written in the year 2005 that were related to the subject of biogeography. However, a search of INSPEC, an engineering 

research index, reveals that no biogeography papers have ever been written. In view of this, part of the motivation of this 

paper is to merge the burgeoning field of biogeography with engineering in order to see how the two disciplines can be of 

mutual benefit. The application of biogeography to engineering is similar to what has occurred in the past few decades with 

genetic algorithms (GAs), neural networks, fuzzy logic, particle swarm optimization (PSO), and other areas of computer 

intelligence.  

 
Fig.1 Species migrate between islands. 

 

Mathematical models of biogeography describe how species migrate from one island to another, how new species arise, and  

how species become extinct. The term “island” here is used descriptively rather than literally. That is, an island is any habitat 

that is geographically isolated from other habitats. We there fore use the more generic term “habitat” in this paper (rather 

than “island”). Geographical areas that are well suited as residences for biological species are said to have a high habitat 

suitability index (HSI).  Features that correlate with HSI include such factors as rainfall, diversity of vegetation, diversity of 

topographic features, land area, and temperature. The variables that characterize habitability are called suitability index 

variables (SIVs). SIVs can be considered the independent variables of the habitat, and HSI can be considered the dependent 

variable. 
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Fig. 2 Species model of single habitat 

 

Habitats with a high HSI tend to have a large number of species, while those with a low HSI have a small number 

of species. Habitats with a high HSI have many species that emigrate to nearby habitats, simply by virtue of the large 

number of species that they host. Habitats with a high HSI have a low species immigration rate because they are already 

nearly saturated with species. Therefore, high HSI habitats are more static in their species distribution than low HSI habitats. 

By the same token, high HSI habitats have a high emigration rate; the large numbers of species on high HSI islands have 

many opportunities to emigrate to neighboring habitats. (This does not mean that an emigrating species completely 

disappears from its home habitat; only a few representatives emigrate, so an emigrating species remains extant in its home 

habitat, while at the same time migrating to a neighboring habitat.) Habitats with a low HSI have a high species immigration 

rate because of their sparse populations. This immigration of new species to low HSI habitats may raise the HSI of the 

habitat, because the suitability of a habitat is proportional to its biological diversity. However if a habitat’s HSI remains low, 

then the species that reside there will tend to go extinct, which will further open the way for additional immigration. Due to 

this, low HSI habitats are more dynamic in their species distribution than high HSI habitats. Biogeography is nature’s way of 

distributing species, and is analogous to general problem solutions. Suppose that we are presented with a problem and some 

candidate solutions. The problem can be in any area of life (engineering, economics, medicine, business, urban planning, 

sports, etc.), as long as we have a quantifiable measure of the suitability of a given solution. A good solution is analogous to 

an island with a high HSI, and a poor solution represents an island with a low HSI. High HSI solutions resist change more 

than low HSI solutions. By the same token, high HSI solutions tend to share their features with low HSI solutions.(This does 

not mean that the features disappear from the high HSI solution; the shared features remain in the high HSI solutions, while 

at the same time appearing as new features in the low HSI solutions. This is similar to representatives of a species migrating 

to a habitat, while other representatives remain in their original habitat.) Poor solutions accept a lot of new features from 

good solutions. This addition of new features to low HSI solutions may raise the quality of those solutions. We call this new 

approach to problem solving biogeography-based optimization (BBO). BBO has certain features in common with other 

biology-based algorithms. Like GAs and PSO, BBO has a way of sharing information between solutions. GA solutions “die” 

at the end of each generation, while PSO and BBO solutions survive for-ever (although their characteristics change as the 

optimization process progresses). PSO solutions are more likely to clump together in similar groups, while GA and BBO 

solutions do not necessarily have any built-in tendency to cluster. Section II reviews the idea of biogeography, and neural. 

Section III discusses how neural network can be analyzed with biogeography based optimization. 

 

II. BIOGEOGRAPHY AND NEURAL NETWORK 
An A Biogeography Based Optimization (BBO) is a population based evolutionary algorithm (EA) motivated by the 

migration mechanisms of ecosystems. It is based on the mathematics of biogeography. In BBO, problem solutions are 

represented as islands, and the sharing of features between solutions is represented as emigration and immigration. The idea 

of BBO was first presented in December 2008 by D. Simon (Simon, 2008). It is an example of natural process that can be 

modeled to solve general optimization problems. One characteristic of BBO is that the original population is not discarded 

after each generation; it is rather modified by migration. Also for each generation, BBO uses the fitness of each solution to 

determine its emigration and immigration rate. In a way, we can say that BBO is an application of biogeography to EAs. In 

BBO, each individual is considered as a habitat with a habitat suitability index (HSI), which is similar to the fitness of EAs, 

to measure the individual. Also, an SIV (suitability index variable) which characterizes the habitability of an island is used. 

A good solution is analogous to an island with a high HSI, and a poor solution indicates an island with a low HSI. High HSI 

solutions tend to share their features with low HSI solutions. Low HSI solutions accept a lot of new features from high HSI 

solutions. 

 

A. Neural Network 

Neural Network is developed by McCulloch and Pitts in 1943.Neural Network has certain processing capabilities 

of the human brain. The term neural network was traditionally used to refer to a network or circuit of biological neurons. The 

modern usage of the term often refers to artificial neural networks, which are composed of artificial neurons or nodes. Thus 

the term has two distinct usages: 

Biological Neural Networks is an information processing paradigm, inspired by biological system, composed of a large 

number of highly interconnected processing elements (neurons) to solve specific problems. 

Artificial Neural Networks is an artificial representation of the human brain that tries to simulate its learning process. An 

artificial Neural network is often called a Neural network or simply Neural net. It is a mathematical model or computation 

http://en.wikipedia.org/wiki/Neuron
http://en.wikipedia.org/wiki/Artificial_neural_network
http://en.wikipedia.org/wiki/Artificial_neuron
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model. In this paper Radial Basis Function Neural Network is used to analyze the BBO. Broomhead and Lowe in 1988 use 

the RBF in the design of Neural Network.  It is based on moving or directed along the radius. In Radial Basis Function 

Gaussian function is applied in the hidden layer. In order to use a Radial Basis Function Network we need to specify the 

hidden unit activation function, the number of processing units, a criterion for modeling a given task and a training algorithm 

for finding the parameters of the network. Finding the RBF weights is called network training. If we have at hand a set of 

input-output pairs, called training set, we optimize the network parameters in order to fit the network outputs to the given 

inputs. The fit is evaluated by the cost function. By means of training the neural network models the underlying the function 

of the certain mapping. In order to model such a mapping we have to find the network weights. There are two categories of 

training algorithms: supervised and unsupervised. RBF networks are used mainly in supervised applications. In a supervised 

application we are provided with a set of data samples called training set for which the corresponding network outputs are 

known. In Radial Basis Function parameters are found such that they minimize the cost function. Radial functions are a 

special class of function. Their characteristic feature is   that their response decreases or increases monotonically with 

distance from a central point. The centre, the distance scale, and the precise shape of the radial function are parameters of the 

model, all fixed if it is linear. 

 

III. NEURAL NETWORK WITH BIOGEOGRAPHY BASED OPTIMIZATION  
In this section we describe how Radial Basis Function is analysed with biogeography based optimization. 

 

A.  Algorithm 

1. Initialize the BBO parameters- Initialize, Cost, and Feasibility. 

2. Initialize a random set of habitats, each habitat corresponding to a potential solution to the given problem. 

3. For each habitat, map the Habitat Suitability Index to Initialize, Cost, Feasibility. 

4. Probabilistically use Cost function and Feasibility to modify each non-elite habitat, and then recompute each HSI. 

5. For each habitat, minimize the cost function by using Neural Network (Radial Basis Function). 

6. Is acceptable solution found? If yes then go to Step 8. 

7. Number of iterations over? If no then go to Step 3 for the next iteration. 

8. Stop 

 

B. Flowchart of work 

 

   

 

 

 

 

   

 

 

 

 

  

 

 

 

 

 

 

 

 

Fig3.  Flowchart of the present work 

 

In this figure the BBO algorithm optimizes the connection weights between layers in Radial basis function. A 

Radial Basis Function is able to work parallel with input variables and consequently handle large sets of data swiftly. The 

connection weights in RBF are optimized by using BBO. It has three phases in the first phase; the BBO searches the optimal 

or near optimal connections weights and threshold. The connection weights and threshold are initialized in two random 

values before search process. It needs three sets of parameters. 

(a) The first set is the set of connection weights of input layer and the hidden layer. 

(b) The second is the set of connection weight between the hidden layer and the output layer. 

(c) The third step represents the threshold. a fully connected feed forward network with one hidden layer and one 

output is shown above. 
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C. Result 

 
Fig. 3 Describes the minimization of cost function of BBO. 

 

IV. CONCLUSION AND FUTURE SCOPE 
In this work, popular swarm intelligence technique is used to classify the optimization results. The study of 

geographical distribution of biological species can be used to derive algorithms for optimization. BBO can be successfully 

applied to practical problems. In BBO it is not possible to check for feasibility while a new solution is being completed. The 

feasibility check has to wait until after the new solution is already complete.  Analysis of Neural network using BBO 

algorithm has solved this problem.  Moreover it provides the better accuracy then other optimization algorithms. We cannot 

conclude that BBO is universally better than other methods, or vice versa. However it may be possible in future work to 

quantify the performance of BBO relative to other algorithms for problems with specific features. This paper is preliminary 

in nature and, therefore, opens up a wide range of possibilities for future results. It might be fruitful to explore the ideas of 

species sharing only between similar solutions. Species are more likely to migrate to habitats better close to their place of 

origin. At present BBO is still greedy in the sense that it builds each rule with the aim of optimizing that rule's quality 

individually, without directly taking into account the interaction with other rules.  A less greedy, but possibly more 

computationally expensive way to approach the problem would be to associate a particle with an entire rule set and then to 

consider the quality of the entire rule set when evaluating a particle, Also the nominal part of the rule is always discovered 

first and separately from the continuous part, it could be advantageous to use a more “co-evolved” approach.. Future 

research will focus on using this algorithm with other soft computing techniques. So this swarm technique can also be 

combined with fuzzy-rough approach also in future. 
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